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Visual Tracking and Applications
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In visual tracking, we aim to locate single target object in the videos. Given one ground truth object annotation in the first frame, we develop algorithms to track the target object in the remaining frames. As there is no prior knowledge of the target object expect for the first frame annotation, it is quite challenging to accurately track the object, especially when it contains significant appearance variations. Examples include in-plane and out-of-plane rotation, illumination variance, occlusion and deformation. 



Clean image/ Adversarial input perturbation Adversarial example

Background: Adversarial Attack

▪ Adversarial examples are intentionally designed inputs to cause machine learning models to 
make mistakes.

▪ Threat model defines the rules of the attack.



Taxonomy

Attack: 

▪ Targeted Attack / Non-targeted Attack;

▪ Digital attack / physical attack;

▪ Single-step attack / iterative attack;

▪ White-box attack: The adversary has access to all the information of the target neural 
network.

▪ Black-box attack: The inner configuration of DNN models is unavailable to adversaries.

▪ Transfer-based, Score-based and Decision-based attacks.

Defense: 

▪ Gradient Masking, Robust Optimization and Adversary Detection. 



One-Shot Adversarial Attacks on Visual Tracking With Dual Attention

▪ Designed for Siamese-based tracker. (SiamFC, SiamRPN, SiamRPN++, SiamMask)

▪ The proposed attack consists of two components and leverages the dual attention mechanisms. 

▪ One is optimizing the batch confidence loss with confidence attention while the other is 
optimizing the feature loss with channel attention.

[1] Chen, X., Yan, X., Zheng, F., Jiang, Y., Xia, S., Zhao, Y., Ji, R.: One-Shot Adversarial Attacks on Visual Tracking With Dual Attention. In: CVPR (2020)



Cooling-Shrinking Attack: Blinding the Tracker With Imperceptible Noises

▪ Designed for SiameseRPN-based tracker.

▪ A perturbation generator is trained to simultaneously cool hot regions where the target exists 
on the heatmaps and force the predicted bounding box to shrink.

[1] Yan, B., Wang, D., Lu, H., Yang, X: Cooling-Shrinking Attack: Blinding the Tracker With Imperceptible Noises. In: CVPR (2020)

First row： search region
Second row：clean heatmaps
Third row： adversarial heatmaps
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Our Motivations:

Variations of adversarial perturbations during attack and defense



Baseline Tracker 1: DaSiamRPN

[1] Zhu, Z., Wang, Q., Li, B., Wu, W., Yan, J., Hu, W.: Distractor-aware siamese networks for visual object tracking. In: ECCV (2018)

▪ DaSiamRPN is a end-to-end trained off-line tracker, consisting of Siamese 
subnetwork for feature extraction and region proposal subnetwork including the 
classification branch and regression branch.



▪ RT-MDNet is composed of shared layers and multiple branches of domain-specific 
layers. When tracking a target in a new sequence, it combines the shared with a new 
binary classification layer, which is updated online. 

Baseline Tracker 2: RT-MDNet

[1] Jung, I., Son, J., Baek, M., Han, B.: Real-time mdnet. In: ECCV (2018)



Our Method: Adversarial Example Generation

Temporal attack 



Our Method: Adversarial Example Defense

Temporal defense 



Experimental Results: Ablation Study

Ablation studies of DaSiamRPN on the OTB-2015 dataset. We use Cls to represent the attack on the classification branch 
and Reg to that on the regression branch. In the regression branch, offset and scale represents the offset and scale attacks.



Ablation studies on temporal consistency of DaSiamRPN on the OTB-2015 dataset. Temporal denotes using temporal 
consistency in adversarial attack.

Experimental Results: Ablation Study



Results of DaSiamRPN on OTB100 dataset



Results of RT-MDNet on OTB100 dataset



Results of DaSiamRPN on UAV123 dataset



Results of RT-MDNet on UAV123 dataset



Results on VOT2018 dataset



Results on VOT2016 dataset



Demos for adversarial attack and defense 

DaSiamRPN RT-MDNet Ground Truth

Videos from OTB100 dataset



Demos for adversarial defense on clean sequences 

DaSiamRPN
（baseline） DaSiamRPN+Def Ground Truth

Videos from OTB100 dataset
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Black-box Generation and Defense

▪ IoU attack aims to identify one specific noise perturbation leading to the lowest IoU 
score among the same amount of noise levels.



Black-box Generation and Defense

▪ We generate noise hypothesis tangentially according to the current contour line 
(i.e., #1) and increase the same amount of noise in the normal direction (i.e., #2)



Black-Box Adversarial Example Generation (IoU Attack)



IoU defense

▪ We subtract the defense perturbations from last frame as initialization when defending 
the current frame.

▪ We use four image filters and choose the highest IoU score one by comparing it to the 
bbx from the last frame.

mean filter median filter bilateral filter non-local mean filter



Results of SiamRPN++ on OTB100 dataset



Results of RT-MDNet on OTB100 dataset



Results of ECO-HC on OTB100 dataset



Results on VOT2018 dataset

VOT2018数据集



Demos for adversarial attack and defense 

RT-MDNet ECO-HC Ground TruthSiamRPN++

Videos from OTB100 dataset



▪ The performance of deep trackers degrades rapidly under 
attacks

▪ White-box attacks are more aggressive than black-box 
attacks

▪ Learning deep trackers with defense schemes can improve 
the tracking robustness

Conclusions
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