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3D Object Detection

• Input：2D Images

• Information：(R, G, B)

• Dense/Sparse：Dense

• Output：2D BBX、location

• DOF：4

• Input：2D Images/Cloud Points/…

• Information：(R, G, B | X, Y, Z, I, …)

• Dense/Sparse：Dense Image & Sparse Points

• Output：3D BBX、Location、Orientation、Speed

• DOF：9（Decrease to 7 when ground is fixed）
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3D Object Detection Applications

Auto-Driving AR / VR Robotics
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LiDAR

• Modality：Point cloud
• Input： (X, Y, Z, I, …)
• Advantages：accurate location
• Disadvantages：sparse, unordered

Camera 

• Modality：2D Image
• Input：(R, G, B, …)
• Advantages：dense, rich semantics
• Disadvantages：lack of depth

Fusion

?

Background: 3D Object Detection
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Result Level

Proposal Level

Methods: adopt off-the-shelf 2D object detectors. 
Disadvantages: The performance of 2D detectors 
set an upper bound on 3D detection. 

ü F-PointNets 2018 CVPR
ü F-ConvNet 2019 IROS

ü MV3D 2017 CVPR
ü AVOD 2018 IROS

Methods: perform fusion at the region proposal level
Disadvantages: slow and cumbersome

Point Level

Methods: construct BEV camera features 
before fusing with LiDAR BEV features. 
Disadvantages: Feature blurringa

ü ContFuse 2018 ECCV
ü MMF 2019 CVPR
ü 3D-CVF 2020 ECCV

b

Methods: augment each LiDAR point with 
image features or segmentation scores.

ü MVX-Net 2019 ICRA
ü PointPainting 2020 CVPR 

Methods: fetch point-wise image features by 
projecting point clouds onto image plane.

1
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Fusion-based 3D Object Detection
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Observations on KITTI

3D Detection results on KITTI

Cloud point 3D detectors perform better than cross-modal approaches
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Two Stage Cross-Modal Fusion

• Stage 1: Point-pixel fusion for proposal generation 

• Stage 2: ROI-wise feature fusion for 3d bounding box refinement

Ming Zhu, Chao Ma*, Pan Ji, Xiaokang Yang, Cross-Modality 3D Object Detection, in WACV 2021
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Results on KITTI

Ming Zhu, Chao Ma*, Pan Ji, Xiaokang Yang, Cross-Modality 3D Object Detection, in WACV 2021
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Image Representation for Lidar Points 

Sourabh Vora, Alex H. Lang, Bassam Helou, and  Oscar Beijbom, PointPainting: Sequential Fusion for 3D Object Detection, in CVPR 2020
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Segmentation Scores CNN Features
• Provide semantic labels
• Straightforward and compact 

semantic cues

• Provide richer semantic cues 
rather than the object class only

• Larger receptive field

VS

• CNN Feature is better than Segmentation scores• PointPainting fails due to segmentation failures on 
small objects

Image Representation for Lidar Points 
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Motivation from CNN Training 

Input Zoom in/out H-Flipping V-Flipping Random Crop

Rotation Coloring Padding CutMix CutOut

Data Augmentation
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Data Augmentation on Cloud Points
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Challenge on Cross-Modal Data Augmentation
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• Methods: simultaneously attach a virtual object onto Lidar scene and images.
• Challenge: consistency preservation  between camera and LiDAR data.

Data Augmentation for Cross-modality
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• Lidar only Baseline: CenterPoint
• Point-wise Feature Fetching: . LiDAR points are projected onto image plane and then appended by 

the fetched point-wise CNN features
• 3D Detection: a late fusion mechanism across modalities
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• Data Augmentation for Lidar Points

GT-Paste: pastes virtual objects in the forms of ground-truth boxes and LiDAR 
points from other scenes to the training scenes.

Extend to Cross-modality – Consistency Destruction
propose a simple yet effective cross-modal augmentation method to make GT-Paste 
applicable to both point clouds and images.

Data Augmentation for Cross-modality
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nuScenes datatset

Waymo datatset

• Rank 2 on nuScenes Leaderboard (rank 1 with single model)

Experiments Results
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1 2 Cross-Modal Data AugmentationCross-Modal Network Design

Ablation Studies
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Result Comparison
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Modality 1 - LiDAR

• Input： (x, y, z, i).
• Advantages：position accuracy.
• Disadvantages：lack of appearance.

Modality 2 - Camera 

• Input： (R, G, B).
• Advantages：rich appearance.
• Disadvantages：lack of depth.

Fusion

Position

Appearance

Background: Cross-Modal Fusion
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Scene 2 : Large MotionsScene 1 : Noisy Detections

Cross-Modal Clues for Data Association

Position 
clues

Appearance
clues

Background: Multi-Object Tracking
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Point Cloud-Based

Image-Based

Clue:  3D position information.
Disadvantages:  The position association will be 
agnostic under noisy location perceptions. 

ü AB3DMOT 2020 IROS
ü PnPNet 2020 CVPR

ü RetinaTrack 2020 CVPR
ü JDE 2020 ECCV
ü CenterTrack 2020 ECCV

Clue:  Appearance information and 2D position 
information.
Disadvantages:  2D location is  visually distorted 
and easily occluded.

Fusion-Based

ü GNN3DMOT 2020 CVPR
ü mmMOT 2019 ICCV
ü JRMOT 2020 IROS

• Robustness – cross-modal clues
• Effectiveness – unified model

Methods: fetch instance-level 3D features 
or 2D features for each detected instances. 
Disadvantages: Time-consuming  post-
processing.
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Challenges: 

Previous: 

Related Work

23



AlphaTrack
Methods: An end-to-end model that jointly output 
position and appearance clues, which facilitate the 
cross-modal association mechanism.

Effectiveness

Robustness
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Baseline Detector: CenterPoint
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1. Data Preprocessing:
- Fetch point-wise image features

2. Parallel 3D backbone
- Process two kinds of features 
independently into BEV view.

LiDAR 
BEV feature

Camera
BEV feature

3. Fusion Module
- Adjustment and fusion
between two modals.
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Cross-Modal 3D Detection
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4. Joint output of location and appearance
- Alternative training and jointly output.

Detection 
Branch

Appearance 
Branch

LiDAR 
BEV feature

Camera
BEV feature
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Stream

Camera 
Stream

Position Similarity

Appearance Similarity

2. Parallel 3D backbone
- Process two kinds of features 
independently into BEV view.

3. Fusion Module
- Adjustment and fusion
between two modals.
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Cross-Modal 3D Tracking

26



Position Similarity

Appearance Similarity

5. Three-stage Tracking algorithm
- Implement position and appearance clues explicitly.

Detections Tracks

Position Affinity
Matrix

Appearance Affinity
Matrix

Greedy Solution Affinity Ranking

Matched Pairs

Unmatched Pairs

Matched Pairs

Unmatched Pairs

Matched Pairs

Unmatched Pairs

Rank≤Top k %

Rank>top k %

Stage1: Baseline Stage2: Filtering Stage3: Re-Matching

Greedy Solution

Multi-Modal 3D Tracking
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The effectiveness of network designs

(b) Vs (c): Image feature representations provide richer information than segmentation scores.
(b) Vs (d): Late fusion at BEV level fuse cross-modal features better than early fusion at point level.

Cross-Modal Fusion Scheme:

Joint appearance branch:

(e) Vs (f): Alternative training facilitate joint output of both position and appearance embedding.
(d) Vs (f): Appearance embedding improve tracking association largely in additional to position.

Ablation Studies
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The effectiveness of association mechanisms

Feature retrieval performance

• Appearance embedding feature map
is instance-aware while detection feature
map is object-agnostic. 

• Our joint appearance embedding show 
better  discriminative power than others.

• The explicit application of two association clues is superior to 
simple fusion methods.

• The complementary association clues are effective for  two 
common motion models.

Ablation Studies
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Qualitative Result

nuScenes test set

Experiments Results
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Taking-Home Message

• Decorating point cloud with CNN features in the BEV map is helpful 

for 3D detection

• Cross-modal data augmentation is critical for 3D detection

• Appearance information from images is effective for 3D tracking  

Brainstorm

• Is there better correspondence in the BEV map?

• Can mask augmentation work better?

• Can tracking benefit detection?


