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Abstract—Facilitated by deep neural networks, numerous
tracking methods have made significant advances. Existing deep
trackers mainly utilize independent frames to model the target
appearance, while paying less attention to its temporal coher-
ence. In this paper, we propose a recurrent memory activation
network (RMAN) to exploit the untapped temporal coherence
of the target appearance for visual tracking. We build the
RMAN on top of the long short-term memory network (LSTM)
with an additional memory activation layer. Specifically, we first
use the LSTM to model the temporal changes of the target
appearance. Then we selectively activate the memory blocks via
the activation layer to produce a temporally coherent repre-
sentation. The recurrent memory activation layer enriches the
target representations from independent frames and reduces
the background interference through temporal consistency. The
proposed RMAN is fully differentiable and can be optimized end-
to-end. To facilitate network training, we propose a temporal
coherence loss together with the original binary classification
loss. Extensive experimental results on standard benchmarks
demonstrate that our method performs favorably against the
state-of-the-art approaches.

Index Terms— Visual tracking, recurrent memory activation,
temporal coherence, representation.

I. INTRODUCTION

ISUAL tracking has received growing attention in recent
Vyears with numerous applications to analyzing and
understanding video contents [9], [10], [18]. Existing tracking-
by-detection methods based on deep learning have achieved
the state-of-the-art performance on the standard benchmarks
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Fig. 1. Visual comparison with the tracking-by-detection methods
(CNN-SVM [26], DLS-SVM [48], and MDNet [46]) on the Soccer, Singer2,
and Football sequences [68]. Our recurrent memory activation network is
integrated into the tracking-by-detection framework to exploit the temporal
coherence. This network selectively organizes spatiotemporal features to
model the target object as a coherent representation. The proposed method
performs favorably against existing approaches using only spatial features.

[35], [38], [68], [69]. This framework typically consists of
two steps. First, a set of samples is drawn around the estimated
target object location in the previous frame. Then, each sample
is independently classified as the target or the background.
Exiting deep trackers have demonstrated great success by
exploiting discriminative features from convolutional neural
networks (CNNs) [26] or classifiers [22], [46]. We note that
these trackers often draw samples or perform classification
solely in a frame at one time. Hence the temporal consistency
of the target appearance is not exploited. A number of attempts
have been made to incrementally collect samples from the
previous frames for fine-tuning deep networks [22], [46],
[60]. However, these samples are randomly collected and do
not maintain an order to capture the temporal coherency. It
is therefore of great importance to effectively model these
samples in order to exploit the temporal consistency.
Intuitively, the Recurrent Neural Network (RNN) can be
used to model object motions in the temporal domain in [47].
However, we observe that there is no significant performance
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gain brought by the RNN to tracking-by-detection methods.
This can be attributed to that the temporal modeling space
in the RNN is different from the binary classification feature
space in visual tracking. The appearance variations of the
targets, which are small and effectively organized in the RNN,
may become severe and unordered in the binary classification
process. The representation discrepancies between the RNN
and fully connected binary classification limit the use of
temporal modeling in visual tracking.

In this paper, we propose a Recurrent Memory Activation
Network (RMAN) to narrow the gap between the RNN model
and the tracking-by-detection framework. In the RMAN,
we use an LSTM to generate a serial of memory states
as the spatiotemporal representations of target objects from
input sequences. We then selectively activate the memory
states using the proposed recurrent memory activation layer.
The layer reorganizes the memory states according to their
similarity with that of the current bounding box sample. When
a bounding box contains the target, its historical appearances
modeled by the LSTM will be activated by this layer to enrich
its feature representation. This coherent spatiotemporal target
modeling facilitates the binary classification and improves
the tracking accuracy. Our recurrent memory activation layer
is integrated into the RMAN for end-to-end training and
prediction. In addition to the original classification objec-
tives, we propose a temporal coherence loss to increase the
discriminative margin between the target and background.
The temporal coherence loss brings memory generation and
binary classification together to ensure historical memory
states activated by the activation layer facilitate the classi-
fication process. We demonstrate that the proposed method
performs favorably against the state-of-the-art approaches on
the standard benchmarks.

The main contributions of this work are:

« We propose a recurrent memory activation network to
generate memory states of target objects from input
sequences. We selectively activate these memory states
via a recurrent memory activation layer for target feature
representation enrichment.

o« We present a temporal coherence loss to train RMAN
together with the original classification loss. The pro-
posed loss function brings sequential memory generation
and binary classification together to ensure the coherent
modeling to benefit visual tracking.

« We conduct extensive experiments on the benchmark
datasets with large-scale sequences. The results show that
the proposed method performs favorably against the state-
of-the-art approaches.

II. RELATED WORK

Visual tracking has been extensively studied [54], [58], [72]
over the last decade. In this section, we discuss the visual
trackers and recurrent neural networks most relevant to this
work.

A. Visual Tracking

Numerous trackers proposed in recent years can be broadly
categorized by the formulation based on correlation filters,
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tracking-by-detection, and Siamese networks. The trackers
based on correlation filters regress all the circular-shifted
versions of the input features to soft labels generated by
a Gaussian function. As the correlation operation can be
efficiently computed as an element-wise product in the Fourier
domain, these schemes are widely used in the tracking liter-
ature. Since the MOSSE tracker [6], numerous methods have
been developed to improve the correlation filter for visual
tracking. These trackers include kernelized correlation filters
[24], [25], spatial regularization and multi-scale fusion [13],
[14], CNN feature integrations [34], [42], [53], [75], and end-
to-end predictions [5], [59], [63], [65]. Existing correlation
filter trackers mainly focus on appearance modeling in inde-
pendent frames and pay less attention to exploit temporal
coherence as an additional clues to handle appearance vari-
ations including deformation, illumination variation, rotation,
and occlusion.

On the other hand, the tracking-by-detection framework
formulates visual tracking as a binary classification problem.
First, the trackers draw a set of samples around the target
object location and then classify each sample as either the
target or the background. A large number of efforts have
been made to advance the tracking-by-detection framework
for robust tracking including online boosting [2], [21], P-N
learning [33], structured SVM [23], [48], reciprocative learn-
ing [52], and multiple domain learning [46]. Existing tracking-
by-detection methods use bounding box samples from single
frames for classification. Although these approaches collect
historical samples for online training, these samples are ran-
domly collected and do not maintain an order to capture
the temporal coherency. Different from existing tracking-by-
detection trackers which ignore the temporal coherence in
videos, our method exploits temporal coherence to generate
discriminative features to facilitate classification.

The Siamese based framework has attracted a lot of attention
in visual tracking. Since the SiamFC tracker [5], exten-
sions include adding a triplet loss [16], region proposal net-
works [36], unsupervised learning [66], [67], and adversarial
attacks [28]. These Siamese trackers compare template fea-
tures from previous frames with region features from the cur-
rent frame to locate targets. These region features as proposal
representations are from independent frames. The matching
mechanisms in Siamese methods do not incorporate temporal
coherence into these representations. Our approach uses a
classifier to distinguish temporally coherent representations
which are from sequence candidates. The temporal modeling
in our method enhances representation capability to facilitate
visual tracking.

B. Recurrent Neural Networks

The input and output of a recurrent neural network form
a loop in a sequential manner. This loop consists of several
states passing along the timesteps for a temporal memory
simulation. The formulation of sequence data and memory
capacity of the RNNs have attracted a lot of attention recently
with applications in machine translation [61], video analysis
[15], image captioning [64], low-level vision [39], video
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Fig. 2. Overview of the RMAN architecture. We use sequence samples as input to predict target locations of each frame. The RMAN consists of a memory
generator, a recurrent memory activation layer, and a binary classifier. The memory generator consists of K + 1 branches to record the hidden states of
the current and historical input patches. These states are selectively activated by the recurrent memory activation layer to enrich the target representation to
facilitate the binary classification process. For presentation clarity and convenience, we denote the states (ar, hr, h*T) as z7 which is a general description

of all the input elements to compute the temporal coherence loss, while in the prediction process, we only use h’} which is Z;]

detection [41], [62], multi-object tracking [44], [50], and
person re-identification [43], [76]. To construct discriminative
temporal representations to facilitate visual tracking, a number
of attempts [17], [31], [47], [70] have been made by applying
RNNS to capture the relevant information in the sequence data.
However, inaccurate and occluded detections likely exist in the
previous sequence, which leads to noisy updates and makes the
temporal representation less effective. We propose a recurrent
memory activation layer to reconstruct memory generated by
RNNs. The layer enables our network to focus on related
memory states and alleviate the effects of noisy memory. Our
method demonstrates the feasibility of RNNs in improving the
tracking-by-detection framework with state-of-the-art tracking
accuracy.

III. PROPOSED ALGORITHM

Figure 2 shows an overview of the proposed algorithm.
Our recurrent memory activation network contains a memory
generator, a recurrent memory activation layer, and a binary
classifier. The memory generator consists of a CNN module
and an LSTM layer to generate target memory states and a
current hidden state from an input sequence. The memory
states are activated by the recurrent memory activation layer
using the current hidden state as guidance to generate an
activated state. The activated state is concatenated with the
current hidden state to form a temporal representation for
binary classification. In the following, we first introduce the
model architecture. We then illustrate the proposed temporal
coherence loss and show how it improves the tracking perfor-
mance.

A. Recurrent Memory Activation Network

Our network takes a sequence of samples as input. We
denote a sequence of samples as X = (x, by, ..., bg). When

classifying a bounding box sample (i.e., x) in any frame T,
we pass the bounding box sample x and the predicted target
patches (i.e., (by1,...,bk)) from previous frames into the
memory generator of the RMAN. These previous frames are
frames T—1 to T — K. The memory generator contains
K+1 branches to formulate different states of the memory
for the target object. Each branch consists of a fixed CNN
feature extractor and an LSTM unit, and all branches share
weights. These K+1 branches correspond to K+1 patches
of a sequence of samples. Each branch only considers one
patch. That is, we use a CNN with fixed parameters to extract
features from different patches of a sample sequence, and the
CNN features are forwarded to an LSTM which is presented
in the unrolled form [20], [49]. We denote the outputs of
the LSTM as the memory states (h7_g,...,hr—1) and the
current hidden state h7p. That is, the hidden state as the
memory state generated from the predicted target patch b;
is hr—; (i € [1,...,K]). The hidden state generated from
the current bounding box sample x is ~7. When we obtain
the memory states, we use a recurrent memory activation
layer to reorganize the importance of each state. The recurrent
memory activation layer first generates activation weights

@r-k,...,0r—1), where Or_; (i €[1,..., K]) is the cosine
distance between hr and h7—; (i € [1,..., K]). The weight
Or_; is computed by
hihr_
Or_j = —L " | (1)
" g llhr ]

The recurrent memory activation layer uses activation
weights (fr—_g,...,0r—1) to activate memory ~ states
(ht—k,...,hr—1) to generate the activated state 7 as:

K
hr = ZQT—i ~hr_;.

i=1

)
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Using Eq. 1 and Eq. 2, the memory states are activated
to generate the activated state hr. The hidden state hr
corresponding to the current bounding box sample x guides
the activation process. If the current bounding box sample x
contains the target object, the activated state hy will integrate
specific memory states to form an enriched historical target
representation. This is because the historical target patches
corresponding to these specific memory states are similar to
the current bounding box sample x and the corresponding
activation weights are large. If the current bounding box
sample x only contains the background, the activated state A7
will not form a historical target representation. We concatenate
the activated state £7 and the current hidden state A7 to form
a temporal representation denoted as h} = Z;] The rep-

resentation A7 encodes historical discriminative information
into the current representation to facilitate the classification
process. A7 is delivered to two fully connected layers which
serve as our classifier to predict the probability of the current
bounding box sample x being the binary label y € {0, 1}. If
the IOU (i.e., intersection over union) ratio between the current
bounding box sample x and the predicted target exceeds a
threshold 71, the label y is set to 1. If the above IOU ratio
is less than a threshold 7, the label y is set to 0. The
predicted probability by the classifier is used to compute the
cross-entropy loss L.:

2N

LS - log(p (X))

T 2N

m=1

Le

+(1 - ym) 10g(1 - p(Xm))], (3)

where 2N is the number of sequence samples in a training
batch, p(X,,) is the predicted probability of the current
bounding box sample x,, in the sequence sample X,, being the
target. We use the loss L. as the classification loss coupled
with the proposed temporal coherence loss to train the RMAN.
The temporal coherence loss is illustrated in Section III-B.

B. Temporal Coherence Loss

We propose a temporal coherence loss to help the memory
generator better differentiate the positive (i.e., the target object)
and negative (i.e., the background) patches. This loss facilitates
the activation accuracy and discriminative temporal represen-
tations generation in the memory activation process. When
taking a frame of a video, we randomly generate multiple
positive and negative bounding box samples. The bounding
box samples are assigned with binary labels according to their
IOU ratios with the predicted bounding box in this frame.
These bounding box samples are combined with the pre-
dicted target patches from previous K frames to be sequence
samples. When training the RMAN, we construct a batch
of positive-negative sequence sample pairs to compute the
temporal coherence loss. Corresponding to the classification
loss L., the number of sequence sample pairs in this batch
is N. We denote a positive sequence sample in this batch as
XP (m e [1,..., N]). Correspondingly, a negative sequence
sample in this batch is denoted as X, (m € [1,..., N]). Our
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temporal coherence loss regularizes the feature distributions
of the positive and negative sequence samples.

To construct the temporal coherence loss, the network
generates the state a7 which is only used during the training
stage. We expect ar is a coherence reference which represents
the predicted target in previous frames, and define ar as:

K
ar =D 0p_; -hri, @

i=1

,pr(A (i.e., softmax). Similar to i, ar
ZJ:l exp(fr—;)

is a linear combination of (hr_g,...,hr—_1). The difference
between ar and ET is H’Tﬂ. and Or_;. Or_; is the cosine
distance which reflects the discrimination ability of hr. How-
ever, we expect ar represents the predicted target in previous
frames. The magnitude of ar is required to be comparable
to (hr—k,...,hr—1). Thus, we use the softmax function to
ensure Zlel Op_,=1,0;_,>0.
We use ar to construct a loss function £, as:

;.
where 0;._; is

N

1
La = 2 Mg Xi) = far XI5

m=1

N fry (X2) = far (X3 + 714, (5)

where fj,, and f;, are the networks from the input layer to the
layers which output 47 and ar, 7 is the threshold determining
the margin. We note Eq. 5 shares some similarity with the
triplet loss [55] where there is a certain margin between the
distance | fiy (Xin) = far XI13 and [| fiuy (X5) = far (X113
Since we expect ar to represent the predicted target in
previous frames, a further expectation is that f;, (X}) is close
to fur (Xh) while fi, (X)) and f,, (X") are far away. That
is, we expect the current positive bounding box sample x},
corresponding to fi,, (Xh) is similar to the predicted target
in previous frames represented by f,, (X}), while we expect
the current negative bounding box sample x;, corresponding
to fp (X)) is not similar to the predicted target in previ-
ous frames represented by fu,(X7). The loss £, aims to
decrease the positive class distance while ensuring the negative
class margin. The inequality || fi, (X0) — far (XZ)H% +17 <
W fnr (X)) — far (X:,’l)||% describes the temporal coherence.
Furthermore, the loss £, aims to ensure H/T_ ; and Or_; reduce
the effect of noise for generating reliable a7 and ET. Overall,
the purpose of the loss £, is to improve the activation accu-
racy and facilitate the discriminative representation generation
during the memory activation process. The loss function £,
is proposed to regularize the memory generator from the
perspective of temporal coherence. We design another loss £,
to regularize the memory generator from the perspective of
class distributions.

As h7 is the final temporal representation which serves as
the input of our classifier, we expect the current and historical
discriminative information is encoded into A7%. Therefore,
in a training batch, we use £, to minimize the intra-class
variations among all the positive sequence sample features
while increasing the distances between the negative sequence
sample features and the center of positive sequence sample
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Fig. 3.

(i.e., the right example) sequences [68].

features. The loss L is defined as follows:

1L fi (XA — w13
P 11 iy (X2) — )13

m=1

(6)

where f is the network from the input layer to the layer
which outputs h%, u = % Zzzl T, (XD) is the center of
positive sequence sample features in this batch.

Overall, we construct our loss function as follows:

,C:»Cc'f‘/llﬁa"f‘/l}cb» (7)

where A1 and A, are two scalars balancing the three loss
functions. The loss L. is the cross-entropy loss. The loss
A1 Lg~+ 2oLy is the proposed temporal coherence loss which is
denoted as £, in Figure 2. We use Eq. 7 to train our RMAN.
Note that our temporal coherence loss is proposed to help
the memory generator differentiate the target and background.
This loss does not affect the classifier during the training
process as the classification loss is computed based on the
classifier outputs and our temporal coherence loss is computed
on the states (ar, ht, h}).

C. Visualization

In this section, we show the effectiveness of our RMAN
to record and activate memory states from historical target
patches to facilitate the binary classification process. First,
we visualize the memory activation weights to see how they
are computed based on patch similarity. Second, we visualize
the RMAN attention map to see how the proposed network
trained by the temporal coherence loss increases the network
attention around the target region. Third, we compare the
feature distributions of the RMAN and the baseline tracking-
by-detection framework by visualizing their features Pearson
correlation coefficient (PCC) histograms.

1) Activation Weights: The recurrent memory activation
layer reorganizes the historical memory states based on the
current bounding box sample. Figure 3 shows two examples.
When we predict the target location on the 7-th frame of the
Freeman4 sequence [68] (i.e., the left example), we show the
activation weights from the K historical patches. In Figure 3,
the first row shows the patches and the second row shows the
corresponding weights. The left example indicates that our
recurrent memory activation layer assigns a low weight value
to the memory state from the occluded patch (i.e., (T — 1)-
th), and selects other historical memory states to enrich the
target representation. In contrast, when the input bounding

#T

0.102

0.099 0.012 0.096 0.043

O1_4

Or_o

Or_s Or_3 Or_1

Visualization of the activation weight 67 _; assigned in the recurrent memory activation layer on the Freeman4 (i.e., the left example) and Jumping

box sample from the 7-th frame of the Jumping sequence
(i.e., the right example) only contains the background, our
recurrent memory activation layer assigns low weight values
to all historical memory states.

2) Network Attentions: We use the visualization method
[56] to obtain network attention maps. Specifically, the atten-
tion map is obtained by taking the partial derivatives of the
positive classification score with respect to the input bounding
box patch. That is, an attention map A corresponding to an
input patch xo can be denoted as:

_ Ofp(x)
T ox

A

X=X(

where f), is the network from the input layer to the layer
which outputs the positive classification score. We perform
the back-propagation from the positive classification score to
the input to obtain the attention map. Therefore, the resolution
of the attention map is the same as the input bounding box
patch. The pixel intensity of the attention map indicates the
amount of contribution to the classification score. We use this
visualization method to show the network attention maps of
the baseline, the RMAN and the RMAN trained using the
Temporal Coherence Loss (TCL). The baseline method is
the original tracking-by-detection framework which consists
of CNN layers and a fully connected classifier. The RMAN
is constructed upon the baseline by adding an LSTM and a
recurrent memory activation layer.

Figure 4 shows two example from the Shaking and Singer2
sequences [68]. The input frames are shown in Figure 4(a), (e),
(i) and (m) with ground truth annotations. At the beginning
of the video sequences (i.e., Frame #2), the attention maps
of all the networks are similar as shown from (b)-(d) and
()-(1). When the target objects undergo severe appearance
variations shown in (e) and (m), there are limited highlight
regions shown in (f)-(g) and (n)-(0). It indicates that both the
baseline and the RMAN without the TCL training are not
able to fully exploit the target regions for binary classification.
The regions they have utilized are not effective to represent
the target objects. In contrast, the highlight regions almost
cover the target regions shown in (h) and (p). It indicates that
when the TCL is utilized during training, the RMAN fully
exploits the target regions to generate hidden states similar
as that shown in (d) and (I). Figure 4 illustrates that when
the target objects encounter appearance variations, both the
baseline framework and RMAN focus on the partial regions.
They are not effective in capturing the invariant representations
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Fig. 4. Visualization of network attention maps on the Shaking (i.e., the left example) and Singer2 (i.e., the right example) sequences [68]. We show where
networks focus by highlighting the attentive region when they predict the target location. Our RMAN with TCL training is effective to utilize the whole target
region for hidden states generation and activation. It performs favorably against the baseline framework and the RMAN without TCL training when the target

object encounters large appearance variations.
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Visualization of feature distributions through computing the Pearson correlation coefficient (PCC) histograms on the Jogging (i.e., the left example)

and Football (i.e., the right example) sequences [68]. We extract hundreds of positive sample features around the target and negative sample features around
the distractor. Then we compute the feature PCC values of each positive-positive (P-P) sample pair and each positive-negative (P-N) sample pair. All PCC

values are collected to build the histograms.

of the target objects. After training the RMAN using the TCL,
our memory generator and recurrent memory activation layer
are able to focus on the whole target regions for hidden state
recording and activation. It selectively activates memory states
to enrich the representation of the target sample in the current
frame, which facilitates the classification process.

3) Feature Distributions: In addition to target appearance
variations, another challenging factor is the instance-level
classification where there are similar instances around the
target object. Figure 5 shows two example from the Jogging
and Football sequences [68]. In Figure 5(a) and (d), there are
similar instances moving side-by-side, and the targets are on
the right. The classifier may not be able to differentiate these
instances as two instances share similar appearances.

We use the Pearson correlation coefficient (PCC) [3] his-
togram to measure the feature distributions of the baseline
and our method. We randomly draw hundreds of bounding
box samples around the target as the positive samples and a
similar amount of samples around the distractor as the negative
samples. These samples are then passed into the two networks.
We extract the input features corresponding to their classifiers
and compute the feature PCC values of each positive-positive
sample pair and each positive-negative sample pair. We collect
these PCC values to generate PCC histograms as shown
in Figure 5(b)-(c) and (e)-(f). In (b) and (e), we find that

compared with the baseline, there is a strong correlation
among positive sample features generated by our network.
Furthermore, in (c) and (f), we observe that the positive sample
features are less correlated to the negative sample features in
our method than that in the baseline. Figure 5(b)-(c) and (e)-(f)
indicate that our positive sample feature distribution is more
compact than that of the baseline, and the distance between
our positive and negative sample feature distributions is larger
compared with that of the baseline. Our features facilitate
the binary classification process by increasing the instance-
awareness.

IV. TRACKING PROCESS

As our tracker does not require an offline training step,
we present the tracking process through model initialization,
online detection, and model update.

A. Model Initialization

In the first frame, we randomly draw N; bounding box
samples around the target location and label each of them
as either positive or negative according to their IOU ratios
with the ground truth annotation. We use these bounding box
samples to construct sequence samples to train the recurrent
memory activation network with the temporal coherence loss.
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Fig. 6. Ablation studies with different modules and different losses using

the one-pass evaluation on the OTB-2013 dataset.

Note that in the initialization step, all the input patches for the
network are from the first frame.

B. Online Detection

When predicting the target location in any frame 7 in the
tracking sequence, in the current frame we draw N, bounding
box samples randomly around the target location predicted in
the previous frame 7'—1. One of our candidates to the classifier
is a sample sequence that consists of a bounding box sample
in the current frame and K previously tracked target patches.
We feed these candidates to our network which predicts the
corresponding probabilities. We select the candidate with the
highest positive classification probability and refine the target
location using the bounding box regression method as in [19].

C. Model Update

After online detection, we first draw N> bounding box
samples randomly around the predicted target location and
label these bounding box samples with positive or negative
labels based on their IOU scores with the predicted bounding
box. Then these bounding box samples are combined with
the predicted target patches to construct sequence samples.
We collect sequence samples every N3 frames and train the
network via the proposed loss function.

V. EXPERIMENTS

We first introduce the implementation details of our method
and analyze the effect of each module in our model on
performance improvement. Then we compare our tracker with
the state-of-the-art methods on the OTB-2013 [68], OTB-
2015 [69], VOT-2016 [35], Temple128 [38], and UAV 123 [45]
datasets.

A. Experimental Setup

We construct the CNN feature extraction module based on
the VGG-M model [57]. At the online training stage, the CNN
module is not updated, and the subsequent layers are updated
along the tracking process. We set the number of hidden units
in the LSTM as 512. That is, the dimensions of Ay are 512.
The node connections in the two fully connected layers are
set as 512 x 1024 and 2 x 512, respectively. The number of
the predicted target patches in each sequence sample is set as

1Distance precision plots - OTB2013 1 Overlap success plots - OTB2013
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Fig. 7. Overall performance on the OTB-2013 dataset using the one-pass

evaluation. Our method ranks first in both the distance precision and overlap
success metrics.

K = 5. The threshold 7z in Eq. 5 is set as 1, and the scalars
A1 and A7 in Eq. 7 are set as 2 and Se-4, respectively. The
thresholds 7; and 7, are set to 0.7 and 0.3, respectively. We
use the SGD to train the proposed model using a mini-batch
of N=32 positive-negative sequence sample pairs. In the first
frame, we use 50 iterations to initialize our network with a
learning rate of 2e-4, the number N; of samples is set to 5500.
For the online model update, we use a learning rate of 3e-4 to
update the network every N3 = 10 frames using 15 iterations.
During online detection, the number N, of proposals is set to
256. Our tracker runs on a PC with an i7 3.4 GHz CPU and
a GeForce GTX 1080 GPU. The average computational speed
is 1 FPS. The implementation is based on pytorch [51].

B. Evaluation Metrics

On the OTB-2013, OTB-2015, Templel28, and
UAV123 datasets, we use one-pass evaluation (OPE)
with distance precision (DP) and overlap success (OS)
metrics [68]. The threshold of the DP metric is set as
20 pixels (DPyg) to determine whether the target object is
tracked or not. We report the area-under-the-curve scores of
the OS metric plots (OSauc). In addition, we compute the OS
rates at a threshold of 0.5 IOU (OS 5) and the center location
error (CLE). On the VOT-2016 dataset, the performance
evaluation is presented in terms of Expected Average Overlap
(EAO), Accuracy ranks (Ar) and Robustness ranks (Rr).

C. Ablation Studies

We conduct ablation studies on the OTB-2013 dataset to
validate the effectiveness of each module. We set an existing
tracking-by-detection method as the baseline, which consists
of the CNN feature extraction layers and fully connected
layers. The baseline is online trained using the cross entropy
loss L.. We add the LSTM layer into this baseline and denote
this configuration as Baseline + LSTM. In the Baseline +
LSTM configuration, the current hidden state hr is used
for classification and the cross-entropy loss L. is also used
to train the model. We use this configuration to evaluate
whether directly applying the LSTM can capture the relevant
information in the sequence data for tracking performance
improvement. Next, we add the recurrent memory activation
layer (MAL) into the Baseline + LSTM method and denote
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TABLE I

COMPARISONS WITH THE STATE-OF-THE-ART TRACKERS ON THE OTB-2013 AND OTB-2015 DATASETS. OUR TRACKER PERFORMS FAVORABLY
AGAINST EXISTING TRACKERS IN THE CENTER LOCATION ERROR (CLE), AND THE OVERLAP SUCCESS RATE AT A THRESHOLD OF 0.5 IOU
(0Sp.5). RED: BEST. BLUE: SECOND BEST

Trackers Ours CCOT MCPF TRACA MemTrack ACT CREST SiamRPN SiamTri ADNet Baseline
CLE OTB-2013 8.06 15.58 11.19 15.44 27.58 9.75 10.22 14.21 29.47 13.79 17.03
OTB-2015 13.86 13.99 20.86 27.63 27.83 15.78 21.19 19.21 33.13 14.65 15.41
0s OTB-2013  0.884 0.837 0.858 0.818 0.809 0.821 0.860 0.857 0.794 0.836 0.831
05 OTB-2015  0.822 0.823 0.780 0.738 0.783 0.765 0.776 0.819 0.747 0.802 0.791
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Fig. 8. Distance precision plots over 11 tracking video attributes, including fast motion, background clutter, scale variation, deformation, illumination variation,

occlusion, in-plane rotation, low resolution, motion blur, out-of-plane rotation,

this configuration as Baseline + LSTM + MAL. The configu-
ration is used to evaluate the ability of the MAL to selectively
activate historical memory states and generate enriched tempo-
ral representations to improve tracking performance. Finally,
we train the Baseline + LSTM + MAL model using different
loss functions L. + L, and L. + L, + Lp, respectively. It
aims to demonstrate that the temporal coherence loss grad-
ually helps the memory generator differentiate the target and
background to facilitate classification. In addition, we compare
the Baseline + LSTM + MAL + £, + £, method with the
Baseline + MAL + £, + £, model to evaluate the ability
of the LSTM layer to model temporal relationships in our

and out-of-view.

method. We use an average pooling layer (APL) instead of
the MAL to reorganize the memory states. This configuration
aims to present that the MAL reduce the effect of noise is
beneficial to tracking performance improvement.

Figure 6 shows the performance of our method with dif-
ferent configurations. The method by directly applying the
LSTM layer to deep models for tracking does not perform well
(Baseline + LSTM). It is because of inaccurate and occluded
detections cause that noise exists in target sequences, which
negatively affect the LSTM layer to model temporal relation-
ships. The effect of the noise is reduced when we add the
MAL into the Baseline + LSTM configuration. Meanwhile,
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Fig. 9. Overlap success plots over 11 tracking video attributes, including fast motion, background clutter, scale variation, deformation, illumination variation,
occlusion, in-plane rotation, low resolution, motion blur, out-of-plane rotation, and out-of-view.

the MAL encodes historical discriminative information into the
current representation to facilitate the classification process.
Figure 6 shows that the Baseline + LSTM + MAL config-
uration improves the tracking performance significantly. Our
temporal coherence loss gradually improves the Baseline +
LSTM + MAL through incorporating £, and L. It indicates
that the proposed loss function is effective to facilitate the acti-
vation accuracy and discriminative temporal representations
generation in the memory activation process. By integrating
the recurrent memory activation layer and temporal coherence
loss into the Baseline + LSTM scheme, we activate the
ability of the LSTM layer to capture the relevant information.
Compared with the method (Baseline + MAL + L, + Lp)
in Figure 6, our algorithm with the LSTM layer improves the
tracking performance significantly. In addition, Figure 6 shows
that our scheme (Baseline + LSTM + MAL + L, + Lp)
significantly outperforms the Baseline + LSTM + APL +
L, + L, method which fails to reduce the effect of noise.
Overall, the results in Figure 6 show that the proposed recur-
rent memory activation network and temporal coherence loss
are effective for improving the original tracking-by-detection
framework.

D. OTB-2013 Dataset

We evlaute the proposed tracker against the state-of-the-art
methods on the OTB-2013 benchmark dataset. These methods
include CCOT [14], MCPF [75], CREST [59], ADNet [73],
ACT [7], TRACA [8], SiamRPN [36], MemTrack [71], and
SiamTri [16]. Figure 7 shows that our tracker performs well
against the state-of-the-art approaches on the dataset with the
distance precision and overlap success metrics. The legends
of the figure contain the DP;( scores and the OSayc scores.
The baseline method as a representative tracking-by-detection
method is also shown in Figure 7. It can be treated as the
MDNet [46] method, but for fair comparisons, it does not
use tracking videos to conduct offline training. Our tracker
improves the representative tracking-by-detection method by
a large margin. Table I shows the tracking results in terms
of CLE and OSps on the OTB-2013 dataset. These results
demonstrate our method is effective to reduce the average
center distance error and increase the tracking success rates.
We attribute the effectiveness of our method to that the
temporal coherent modeling within our method is beneficial
to feature representation against various appearance changes.
In Figure 8 and 9, we show the tracking performance under
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TABLE 11
COMPARISONS OF COMPUTATIONAL SPEED BETWEEN OUR TRACKER WITH THE STATE-OF-THE-ART METHODS ON THE OTB-2013 DATASET

Ours

CCOT MCPF CREST ADNet ACT MemTrack TRACA SiamRPN SiamTri

FPS 1 0.3 0.58 24 29

30 50 65 71 86.3
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Fig. 10. Overall performance on the OTB-2015 dataset using the one-pass

evaluation. Our method ranks second in both the distance precision and
overlap success metrics.

different video attributes which include various appearance
changes. The distance precision and overlap success plots with
the one-pass evaluation are used in these experiments. When
there are severe appearance variances for the target object (i.e.,
deformation, illumination variation, in-plane rotation, out-of-
plane rotation, and occlusion), our tracker performs better
than the original tracking-by-detection tracker [46]. Existing
trackers mainly focus on appearance modeling in single frames
and ignore exploit temporal coherence as an additional clue to
adapt to appearance variations. These experimental results
demonstrate the effectiveness of our coherent modeling on
handling appearance variations and the favorable performance
of our method against the state-of-the-art trackers. Table II
shows the comparisons of computational speeds between our
tracker with the state-of-the-art methods. The average speed of
our proposed method is 1FPS which is comparable to the non-
real-time trackers (e.g., CCOT, MCPF, CREST, and ADNet).
The speed bottleneck of our method is the online sampling
strategy of the base framework. The base framework draws
samples from the input video frame and takes a lot of time
to compute CNN features of samples. Our proposed modules
with few parameters bring little additional time cost for the
base framework. An alternative sampling strategy to improve
the average speed of the base framework is the ROI align
method [32]. As the ROI align method directly extract CNN
features of samples from the CNN features of the input video
frame, it reduces time cost in feature extraction. We will use
the ROI align method and engineering acceleration in the
future work.

E. OTB-2015 Dataset

We evaluate our tracker on the OTB-2015 benchmark
against the aforementioned trackers. We show the results
using one-pass evaluation with distance precision and overlap
success metrics in Figure 10. Our tracker achieves 88.7%
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Fig. 11.  Overall performance on the Temple128 dataset using the one-pass

evaluation. Our method ranks first in both the distance precision and overlap
success metrics.

and 65.0% on the DPyg and the OSayuc, which ranks sec-
ond in the two metrics among these recent state-of-the-art
trackers. While the CCOT tracker performs better than our
method when using the DPyp metric, Table I shows that
our approach has a smaller center location error on all the
benchmark sequences than the CCOT method. These results
can be explained by the fact that we incorporate temporal
coherence to facilitate visual tracking. The evaluated methods
do not explicitly exploit temporal coherence to strengthen
representation. Our tracker does not perform as well as the
CCOT method in the overlap success rate on this dataset.
The reason can be attributed to that the CCOT method crops
the samples in a continuous space for scale estimation. In the
tracking-by-detection framework, scale estimation is mainly
affected by proposal sampling and bounding box regression.
In the proposed method, we randomly draw a sparse set of
samples and use the bounding box regression method as in
[19] for scale estimation. We do not use the dense sampling
method with numerous scales as adopted in the CCOT method.
The reason is that adopting dense sampling in the two-stage
tracking-by-detection framework exacerbates the class imbal-
ance between positive and negative samples. In addition, dense
sampling heavily downgrades the computational speed of our
model. An alternative strategy to improve scale estimation
is to use the IOU scores generated by the IOU-Net [30]
for fine-tuning image patches based on bounding boxes. The
IOU-Net improves significantly in the detection task. We will
discuss the temporal coherence modeling in tracking, and use
the IOU-Net to further improve the scale estimation module
in the future work.

F. VOT-2016 Dataset

We compare our tracker with the state-of-the-art trackers on
the VOT-2016 benchmark. These trackers include Staple [4],
MDNet [46], CCOT [14], EBT [77], DeepSRDCF (DSR) [12],
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TABLE III

COMPARISONS WITH THE STATE-OF-THE-ART TRACKERS ON THE VOT-2016 DATASET. THE RESULTS ARE PRESENTED IN TERMS OF EXPECTED
AVERAGE OVERLAP (EAQO), ACCURACY RANK (AR) AND ROBUSTNESS RANK (RR). RED: BEST. BLUE: SECOND BEST

Ours CCOT Staple MDNet EBT DSR SiamFC
EAO 0.2965 0.3310 0.2952 0.2572 0.2913 0.2763 0.2766
Ar 1.82 1.95 1.88 1.68 3.65 2.02 1.30
Rr 2.37 1.98 3.25 2.83 2.15 2.77 3.18
TABLE IV

COMPARISONS WITH THE STATE-OF-THE-ART TRACKERS ON THE TEMPLE128 DATASET. OUR TRACKER PERFORMS FAVORABLY AGAINST EXISTING
TRACKERS IN THE CENTER LOCATION ERROR (CLE), AND THE OVERLAP SUCCESS RATE AT A THRESHOLD OF 0.5 IOU (OSg 5).
RED: BEST. BLUE: SECOND BEST

Ours CCOT DSR CREST DSLT MEEM Struck KCF Frag MIL
CLE 20.23 33.33 41.07 32.26 25.62 42.60 50.70 66.26 59.71  62.81
OSo.5 0.740 0.702 0.652 0.689 0.729 0.615 0.545 0.480 0469  0.428
TABLE V

COMPARISONS WITH THE STATE-OF-THE-ART TRACKERS ON THE UAV 123 DATASET. OUR TRACKER PERFORMS FAVORABLY AGAINST EXISTING
TRACKERS IN THE AVERAGE DISTANCE PRECISION SCORES AT A THRESHOLD OF 20 PIXELS (DP;p), AND THE AREA-UNDER-THE-CURVE
SCORES OF THE OVERLAP SUCCESS METRIC PLOTS (OSpyc).: BEST. : SECOND BEST

Ours CCOT DSLT SRDCF  MEEM SAMF MUST DSST Struck ASLA
DPyg 0.757 - 0.746 0.676 0.627 0.592 0.591 0.586 0.578 0.571
OSauc 0.525 0.517 0.530 0.464 0.392 0.396 0.391 0.356 0.381 0.407

and SiamFC [5]. The state-of-the-art EAO result in the VOT-
2016 [35] report is 0.251. As shown in Table III, the CCOT
achieves the best results under the EAO metric, followed by
our method which is better than the Staple, EBT, DeepSRDCEF,
and SiamFC. In addition, the proposed tracker performs better
than the MDNet method in a large margin under the EAO met-
ric. To further analyze the performances of our tracker and the
CCOT method, we add more experiments of our method and
the CCOT method on the UAV123 and Temple128 datasets.

G. Templel28 Dataset

Figure 11 and Table IV shows the comparison with the state-
of-the-art trackers on the Templel128 dataset. These trackers
include CCOT [14], DSLT [40], CREST [59], DeepSRDCF
(DSR) [12], MEEM [74], Struck [23], KCF [25], Frag [1],
and MIL [2]. Our method achieves the best DPyy, OSauc,
CLE and OSg 5 scores among these trackers. Compared to the
CCOT method on this dataset, our tracker performs well in
the distance precision metric (81.9% vs. 78.3%), and has a
smaller center location error (20.23 vs. 33.33). In addition,
our tracker performs better than the CCOT approach whether
in OSauc (58.8% vs. 57.3%) or in OSg5 (74.0% vs. 70.2%).
This demonstrates that our method performs favorably against
the CCOT method.

H. UAVI123 Dataset

We evaluate our method on the UAV 123 dataset with the
comparison to representative trackers including the CCOT
[14], DSLT [40], SRDCF [13], MEEM [74], SAMF [37],
MUST [27], DSST [11], Struck [23], and ASLA [29] methods.

As some recent trackers do not release the raw outputs on the
UAV 123 dataset, we use the reported results for fair compar-
isons, and we only present the evaluations in terms of DP»g
and OSayc. Table V shows that our method performs well
against the state-of-the-art trackers. The experimental results
with respect to the CCOT method show the improvements and
generalization by modeling temporal coherence.

L Qualitative Evaluation

Figure 12 shows the qualitative evaluation of our tracker
and the representative trackers, including CCOT [14], Mem-
Track [71], SiamRPN [36], and the baseline method [46] on
12 challenging sequences. The baseline method fails to locate
the target objects undergoing severe appearance variations. The
limitations include deformation (Basketball), background clut-
ter (Football), and partial occlusion (Skating2-1), which cause
drifting upon localizing the target object. The CCOT tracker
is effective to estimate scale but shows limited performance
under the precision metric. When target objects undergo defor-
mation (Diving), partial occlusion (Freeman4), and rotation
(MotorRolling), the CCOT method does not perform well.
The MemTrack and SiamRPN methods are based on the
Siamese framework. The proposal representations are from
independent frames and do not incorporate temporal coherence
as additional tracking clues. When distractors appear in the
background as shown in the Girl2, Human4, Human6, Soccer,
CarDark, and SUV sequences, the Siamese based methods
fail to locate targets. Despite the MemTrack also employed
LSTM, this method use an LSTM layer to control reading and
writing memory. We propose an LSTM layer to capture the
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Fig. 12. Qualitative evaluation of our tracker, CCOT [14], MemTrack [71], SiamRPN [36], and Baseline [46] on 12 challenging sequences (from left to right
and top to down: Basketball, Football, Skating2-1, Diving, Freeman4, MotorRolling, Girl2, Human4, Human6, Soccer, CarDark, and SUV, respectively). Our

method performs favorably against the state-of-the-art trackers.

relevant information in the sequence data for discriminative
representations generation. Our temporal modeling using the
memory activation layer and the temporal coherence loss facil-
ities the classification process in the temporal span. Overall,
our algorithm performs favorably against the state-of-the-art
trackers.

VI. CONCLUSION

In this paper, we propose a recurrent memory activation
network to exploit temporal coherence within the tracking-by-
detection framework. The network generates memory states
of targets objects from input sequences. The memory states
are then activated to generate a historical discriminative rep-
resentation which is encoded into the current representation
to facilitate classification. The proposed temporal coherence
loss helps the memory generator of our network differentiate
the target and background. It coupled with the classification
loss ensures the coherent modeling benefits visual tracking.
Extensive experimental results on the benchmarks demonstrate
the effectiveness and robustness of our tracker against the
state-of-the-art tracking methods.
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